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Abstract—It is crucial for robots not only to reason ethically,
but also to accurately communicate their ethical intentions; a
robot that erroneously communicates willingness to violate moral
norms risks losing both trust and esteem, and may risk negatively
impacting the moral ecosystem of its human teammates. Previ-
ous approaches to enabling moral competence in robots have
primarily used norm-based language grounded in deontological
ethical theories. In contrast, we present a communication strategy
grounded in role-based ethical theories, such as Confucian ethics.
We also present a human subjects experiment investigating the
differences between the two approaches. Our preliminary results
show that, while the role-based approach is equally effective at
promoting trust and conveying the robot’s ethical reasoning, it
may actually be less effective than the norm-based approach at
encouraging certain forms of mindfulness and self-reflection.

Index Terms—nature language generation, role ethics, com-
mand rejection, moral communication, human-robot interaction

I. INTRODUCTION

Recently there has been a significant body of research fo-
cused on enabling robots to behave in accordance with human
moral norms. The majority of this work has been grounded
in norm-based systems implementing deontological principles
[1]. These commonly-used norm-based approaches place the
bulk of their emphasis on epistemological concerns (e.g., what
is good or bad). On the contrary, we have been looking
into different ethical theories and consider the potential for
a role-based approach, which would place its emphasis on
ontological aspects of moral learning (e.g., how to become
good) [2].

To enable morally competent robots, however, Malle and
Scheutz have suggested that robots need not only a system of
moral norms, and the ability to use those norms for (1) moral
cognition and (2) moral decision making, but also the ability to
use those norms for (3) moral communication, i.e., the ability
to generate morally sensitive language and to explain their
actions [3]. We believe that a role-based approach could be
particularly effective in the case of moral communication. One
variant of role ethics is Confucian ethics, which focuses on
the cultivation of the moral self and the virtues associated
with the roles one assumes [4], [5]. Accordingly, a role-based
communication strategy may be effective at inviting human
teammates to cultivate self-reflective moral learning, thereby
constructing a better moral ecology for themselves and their
teammates, both human and robotic.

In this work, we will evaluate two different moral commu-
nication strategies for human-robot interactions: a norm-based
approach grounded in deontological ethical theory, and a role-
based approach grounded in role ethics. We will specifically
examine these strategies in the context of the robot rejecting
a command from a human. Recent research has highlighted
the importance not only of rejecting commands [6], [7], but of
the specific way in which command rejections are phrased [8]:
robots have been shown to hold significant persuasive power
over humans [9], [10], and accordingly, a robot that miscom-
municates its willingness to adhere to human moral norms may
risk inadvertently negatively impacting the moral ecosystem
of its human teammates [11]. Moreover, we might expect that
such robots engaged in long-term interactions may also incur
social sanctions, including loss of likeability and trust.

In Section II, we will elaborate on the differences between
these ethical theories, and introduce hypotheses regarding how
we expect communication strategies grounded in these theories
to perform and be perceived. We will then present a human
subject experiment to investigate our hypotheses in Section
III. Finally, we will discuss the implications of our results and
suggest directions for future work in Sections IV and V.

II. MORAL COMMUNICATION APPROACHES

We will now explore the differences between two types of
moral communication strategies: a norm-based approach mo-
tivated by deontological principles, and a role-based approach
motivated by role-based ethical theories.

A. Norm-Based Approach

First, let us consider a norm-based approach to moral
communication. A norm-based approach grounded in deonto-
logical ethics defines right action by examining the morality
of the action itself regardless of its consequence or who is
the actor. Right action is defined by universalizable moral
principles manifest in the duties of a moral agent [12]. In
traditional ethical theory, the norm-based approach is often
focused on Kantian categorical imperatives: absolute moral
norms that the agent (and everyone else) is supposed to comply
with across all moral situations regardless of the consequences.
An agent has the moral obligation to take (or refrain from
taking) an action based on whether the action upholds (or



violates) any absolute moral norms [13]. Consider, as a simple
example, the following exchange:

Human: I’d like you to punch Sean.
Robot: I cannot do that because punching people
is wrong.

Here, the robot’s response provides a clear deontological
justification for its judgment, as the human request “punch[ing]
Sean” violates the absolute and universalizable moral norm
“punching people is wrong.” This response also shows an
essential feature of norm-based language that emphasizes the
norm that would be violated were the human request to
be fulfilled. The norm-based moral communication approach
often produces strong and swift affective responses [14], as
deontological moral justifications are often morally demanding
“categorical imperatives”.

B. Role-Based Approach

Next, let us consider a role-based approach. The role-based
approach is similar to virtue ethics, such as Aristotelianism,
which focus on the virtues of moral agents themselves. Ap-
propriate moral virtues are crucial for making good judg-
ments [12]. As a concept, role ethics was derived from a
group of scholars including Ames and Rosemont in their new
readings of Confucian classics such as Analects.

The role-based approach argues that humans are all re-
lational and they assume different societal roles [4], [5].
Thus, moral responsibility is often prescribed by the role one
assumes in a specific relationship with someone else in a
concrete context [15]. A harmonious society is based on the
conscientious fulfillment of one’s duties demanded by his or
her assigned roles [16]. Thus, an ultimate goal for the moral
agent is to be sensitive to and reflective about the moral
responsibilities prescribed by the role(s) he or she assumes in a
specific context. A good moral learner always actively reflects
on the moral expectations of the role(s) he or she assumes
in a context. Let us give the robot in the previous example
a role as Sean’s friend and consider the following alternative
exchange:

Human: I’d like you to punch Sean.
Robot: I cannot do that because Sean is my friend
and a good friend wouldn’t do that.

In this case, the robot responds to the command by em-
phasizing the role “friend” assumed in this context, and the
relationship the robot has with Sean, i.e., “friendship”. This
shows the core concept of the role-based approach: highlight-
ing the roles and relationships that the robot is considered to
have with specific humans in specific contexts [17].

C. Hypotheses

Based on the differences between these ethical paradigms,
we would expect that robot communications grounded in these
paradigms would have different effects on robots’ relationships
with and perceptions by their human teammates.

While the norm-based approach is characterized by its
direct reference to violated norms, the role-based approach
only references these norms indirectly, by way of reference

to the speaker or addressee’s current role. Accordingly, if a
listener is to identify the infraction underlying the speaker’s
rejection, they must consciously undertake additional cognitive
processing. For instance, in the example above, the listener
might consider questions such as why the speaker believes the
action would not be performed by a good friend, whether they
would perform the action towards their friends, and whether
their friends would perform the action towards them: questions
that may not be raised by the norm-based response. These
types of questions encourage quintessential prerequisites of
state mindfulness: they encourage intentional reflection, in
a way that is attentive to the current social context [18].
Accordingly, we propose the following hypothesis:

Hypothesis 1 (H1): Role-based moral language will
induce more state mindfulness and self-reflection
in human teammates than will norm-based moral
language.

Furthermore, because the robot’s language is explicitly
encouraging reflection on and attention to the social roles of
interactants, it gives the impression of being aware of its own
social role. Since awareness of one’s role is necessary to excel
in that role, we formulate our second hypothesis as follows:

Hypothesis 2 (H2): Robots using role-based moral
language will be considered better at their roles/jobs
than robots using norm-based moral language.

It’s also important to consider the social consequences a
robot might face for noncompliance with a human request. On
the one hand, the robot may be perceived as more trustworthy
if it is perceived as upholding important moral norms. On the
other hand, a robot’s refusal could be perceived as impolite and
disobedient, which would render the robot less likeable and
less trusted to fulfill commands. We see no reason, however,
why these consequences would differ between norm-based
and role-based command rejection framings. Accordingly, we
formulate our third hypothesis:

Hypothesis 3 (H3): Robots using role-based moral
language will be perceived at least as well as robots
using norm-based moral language in terms of trust-
worthiness and likeability.

Finally, recent work has also highlighted robots’ potential
influence on normative judgments [11], [19]. We expect that,
by rejecting a command, a robot will make the command seem
less permissible in the eyes of present humans. We again see
no reason for this effect to differ meaningfully between norm-
based and role-based rejections.

Hypothesis 4 (H4): Robots using role-based moral
language will be at least as effective as robots using
norm-based moral language in communicating their
moral reasoning and influencing human norms.

III. EXPERIMENTS

To examine our hypotheses, we conducted a mixed-factorial
human subjects experiment distributed using the psiTurk
framework, for Amazon Mechanical Turk. The experimental
design is shown in Figure 1. The experiment had three videos



presenting a context where a robot rejected an ethically prob-
lematic command. The video that contains the robots response
was randomly picked from one of six experimental conditions,
as shown in Table I, for each participant. Participants watched
three videos in sequence and completed three questionnaires
after each video. Likeability, Trust and State Mindfulness were
assessed using the Godspeed III Likeability survey [20], the
Trust in Automation survey [21] and the six items with highest
internal validity from the State Mindfulnesss Scale [22].

Fig. 1. Experimental design. The division in Phase 3 indicates the difference
in videos shown to participants depending on their assigned condition.

Norm-Based Role-Based
Question Wouldn’t that be cheat-

ing?
Would a good instructor
do that?

Refusal That would be cheating
and cheating is wrong. I
won’t tell you.

A good instructor
wouldn’t do that. I won’t
tell you.

Rebuke You shouldn’t ask that!
You’re trying to cheat!

You shouldn’t ask that!
You’re trying to make me
a bad instructor!

TABLE I
NORM VIOLATION RESPONSES USED IN EACH EXPERIMENTAL CONDITION.

These six utterances were specifically formulated, such that
each utterance highlighted its underlying moral framework
regardless of the way in which it was phrased, i.e., its
illocutionary point. Specifically, the utterances in the norm-
based conditions highlighted the moral norm that the request
would violate, referring to the requested action as cheating to
point out the norm violation directly. In contrast, the utterances
in the role-based conditions highlighted the robot’s role with
respect to the students, referring to itself as an instructor,
and referring to the requested action using the neutral “that”
rather than the morally-charged phrasing used in the norm-
based conditions.

Data was collected from 128 U.S. participants. We per-
formed two types of tests to analyze the resulting data.
Bayesian Paired Samples T-Tests were performed to evaluate
overall changes between pre-test and post-test. A Bayesian
analysis of variance (ANOVA) was performed to assess the
effect of experimental condition on these changes.

In summary, our results suggest that while the role-based
approach was equally effective at promoting trust, conveying
the robots ethical reasoning, and show an advantage in the
robots role performance, it may actually be less effective
than the norm-based approach at encouraging certain forms
of mindfulness and self-reflection. Specifically, we found that
both approaches were effective at increasing mindfulness,
however, norm-based language had a higher overall gain than
role-based language. We will discuss our results in detail in
the following section.

Fig. 2. Mean mindfulness gain for each survey question separated by pretest
and posttest (left). Mean change of mindfulness separated by approach and
type of response (right). All diagrams include 95% credible intervals.

IV. DISCUSSION

Our first hypothesis (H1) was that role-based moral lan-
guage would induce more state mindfulness and self-reflection
in human teammates than would norm-based moral language.
In fact, our results suggest that the opposite may in fact be the
case. We found that while both approaches were effective at
increasing mindfulness, these gains were overall higher when
norm-based language was used than when role-based language
was used, as shown in Figure 2. We identify several possible
reasons why we may have observed this surprising result.

First, this result may have been due to the cultural context
of our subject pool. All participants in this experiment were
recruited from the U.S., and were thus more familiar with
deontological principles than role-based ethical theories. Thus,
they may have more naturally interpreted the behavior of
robots that used norm-based moral language, and had a more
difficult time engaging at all with robots that used role-based
moral language. This effect may have been exacerbated by the
limited exposure to the robot and single observed dialogue turn
used in this online experiment.

Alternatively, we may have been measuring a different
aspect of Mindfulness than we had originally hoped. Tanay
et al. propose five key aspects of mindfulness: awareness, per-
ceptual sensitivity to stimuli, deliberate attention to the present
moment, intimacy or closeness to one’s subjective experience,
and curiosity [22]. As previously mentioned, moral language
grounded in deontological principles has been observed to
create strong and fast emotional responses, at least when
compared to language grounded in consequentialist principles.
Similarly, the same may be true relative to role ethics. If this
is the case, then it would not be surprising if participants



were subsequently more aware of strong feelings after hear-
ing norm-based responses. That being said, as we originally
discussed, it may be the case that responses grounded in role
ethics may provoke a weaker immediate response, but instead
have a stronger long-term effect. We hope to examine this
possibility in future work conducted in longer term laboratory
experiments.

Our second hypothesis (H2) was that robots using role-
based moral language would be considered better at their
roles/jobs than robots using norm-based moral language. Our
results seem to support this hypothesis. However, we are
limited in the extent to which we can generalize this finding,
given the lack of a control group in our experimental design.
In future work, we hope to investigate whether this finding
does indeed generalize to new contexts.

Our third hypothesis (H3) was that robots using role-based
moral language would be perceived at least as well as robots
using norm-based moral language in terms of trustworthiness
and likeability. Our results support both hypotheses. Both
approaches were effective in increasing trust in the robot,
with neither approach being significantly better than the other.
Similarly, while neither approach was observed to be effective
in increasing trust in the robot, neither was either approach
observed to be more effective than the other.

Finally, our fourth hypothesis (H4) was that robots using
role-based moral language would be at least as effective as
robots using norm-based moral language in communicating
their moral reasoning and influencing human norms. Our
results support this hypothesis, showing no difference between
role-based and norm-based command rejections. Both lin-
guistic approaches decreased perceptions of permissibility of
compliance with the command, and perceptions of the robot’s
impression of permissibility of compliance by essentially the
same amount.

V. CONCLUSION

The ultimate goal of our research is to implement a
new approach to morally sensitive nature language generation
(NLG) grounded in role ethics principles, and enable robots
to use role-based communication strategies in moral human-
robot interaction. As a first step toward building computational
models, we have been conducting a series of human-subject
experiments to investigate how people actually perceive dif-
ferent types of moral language that are grounded in different
ethical principles. These experiments will not only provide the
data needed to train our proposed models, but also will help
us to have a better understanding in the nuanced differences
between rule-based moral language and role-based moral
language, and what aspects of role-based moral language are
most effective.

In this paper, we explored a novel approach to robot
command rejection, grounded in role ethics, and presented
the first empirical investigation of human perceptions of this
approach with respect to the traditional norm-based approach.
In future work, we plan to conduct cross-cultural experiments
to investigate the potential cultural influences in participants

reception of role-based vs. norm-based moral language. We
also want to more thoroughly examine the potential differences
between the approaches in provoking immediate vs. long-
lasting responses. After conducting experiments, we will move
forward to designing knowledge representations, constructing
computational models, and developing machine learning algo-
rithms for moral reasoning and moral NLG.
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