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Abstract— We designed an experiment that refers to a robot with
singular ‘they’, as opposed to gendered third person pronouns. This
choice may interact with complex human gender norms in unantici-
pated ways. We pose several questions where the input of queer studies
and gender studies scholars would be helpful to HRI research.

I. INTRODUCTION

Philosopher Mark Coeckelbergh has argued that “our talk about
and to robots is not a mere representation of an objective robotic
or social-interactive reality, but rather interprets and co-shapes”
human-robot relations and human mental models of robots [1].
For example, a subject-object ontological distinction is reflected
in whether we refer to a robot with the impersonal pronoun ‘it’
versus personal pronouns like ‘they’, ‘she’, or ‘he’. However, this
choice not only indicates a distinction in one’s mental model of
the robot (as object vs. subject), but also influences and shapes
that mental model and any interaction with the robot. Based
on the hypothesis that linguistic pre-construction of the human-
robot relation will influence and co-construct the actual relation,
Coeckelbergh proposes an experiment that manipulates how the
experimenter refers to the robot (both pronouns and name) prior to
an interaction to see whether this way of pre-defining the interaction
will measurably impact the interaction itself.

However, many interactions with social robots may not include
the opportunity for a roboticist to supply a linguistic pre-definition
of the robot beforehand. For example, recent research has placed
robots in public spaces like museums [2] or shopping malls [3].
Thus, we are interested in how a robot might linguistically (pre-
)define its own identity or ontological category by introducing itself
in the beginning of an interaction with a human. We parameterize
possible robot introductions along variations to the conventionalized
human script, “Hi, I’m [NAME]. My pronouns are [PRONOUNS].”
Following this script not only allows the robot to explicitly frame
itself early in an interaction, but also may prompt people to intro-
duce themselves similarly, which would give the robot information
about the human’s name and gender1 for use in future referring
expressions. Based on Coeckelbergh’s arguments, we expect that
a robot specifying personal rather than impersonal pronouns may
prompt a more anthropomorphic mental model of the robot and
lead people to view the robot as having greater moral status.

To exhaustively explore all variations of our introduction script
would require 5 conditions corresponding to ‘he’, ‘she’, ‘they’, and
‘it’ pronouns and a control condition with no pronouns specified.
While he/him/his and she/her/hers are commonly used personal
pronouns, we excluded them in an attempt to 1) focus more on
the subject-object distinction than on gendered differences, and 2)
reduce the number of conditions to make participant recruitment
more feasible. Explicitly gendering the robot, while interesting in
its own right, could be a confounding variable here; some evidence
suggests strong effects of robot gender presentation in, for example,
the context of robot noncompliance [4]. While we avoided explicitly
gendering our robot and attempted to minimize implicit gender
cues, the powerful human tendency to attribute gender to social
robots is well documented, and it may not be possible to entirely
avoid ascriptions of gender to social robots[5], [6]. Indeed, we
will record any participant gendering of our robot, despite using
they/them/theirs as the only personal pronoun condition.
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1Useful for languages with gendered third person pronouns like English.

II. PROMPTING A LGBTQ+ MENTAL MODEL

The choice to use they/them/theirs as our only personal pronouns
adds additional nuance to the interpretation of results because of
complex interactions with, and media representations of, nonbinary
identities. There is a long history of singular they being used
generically in English [7]. However, more recent changes in socio-
pragmatic conventions have seen singular ‘they’ increasingly used
for specific referents and also increasingly associated with queer 2

culture and identities [7], [9]. Evidence shows that specific singular
‘they’ is a viable option for both a gender-neutral and nonbinary
pronoun in English [7], [9]. Our concern is that we do not know and
cannot control whether it will prompt our robot to be perceived as
having a nonbinary humanlike gender, an unknown or unspecified
gender, a robot-specific gender [10], or no gender (while remaining
a social actor). Which of these mental models the robot’s language
prompts will influence subsequent perceptions of robot speech and
behavior, and will shape the interaction in ways that may not be
obvious.

Adding further complexity is the portrayal of nonbinary charac-
ters in popular media. There seems to be a pop-cultural awareness
of a possible trope in which nonbinary characters are commonly
portrayed as nonhuman, especially as robots [11], [12], [13], [14].
Examples include the AI Janet from the TV sitcom The Good
Place who consistently corrects other’s misgendering based on
their feminine presentation (stating, e.g., “I’m not a girl”) [11],
and the bigender robot BMO from the animated series Adventure
Time [15]. There is, to our knowledge, little formal academic
research investigating this trope or how it affects perceptions of
robots. Familiarity with these portrayals of nonbinary identities
could influence people’s interpretations of our robot in complex
and unknown ways. We might hypothesize, for example, these
representations would prime our participants to think of robots
as having nonbinary gender, thus decreasing their likelihood of
viewing our robot as having no gender or unknown gender.

If the robot is indeed perceived as having nonbinary gender,
and regardless of whether that perception is tied to representations
in media, the unfortunate pervasiveness of dehumanizing rhetoric
directed towards nonbinary people as a means of discriminatory
gender policing (see [16]) might also impact our results. In par-
ticipants whose attitudes have been shaped by (and reflected in)
such language, those attitudes might counteract any humanizing
effects or tendency towards moral status from framing the robot in
a personal (subject) rather than impersonal (object) way.

III. CONCLUSION

We have discussed an experiment that may unintentionally inter-
sect with gender nonbinariness in ways that, though not central to
our research questions, are important to consider when designing
robots in the complex ecosystem of human gender norms. We
emphasize that an absence or inconsistency of gender cues does
not necessarily yield a “gender neutral” robot. Rather, we should
study the possibility of robots being attributed nonbinary and
nonconforming genders, and leverage the expertise of scholars in
queer studies and gender studies.

2We use the term ‘queer’ in the academic sense that emphasizes non-
heteronormativity and contests oppressive social constructions of sexual
orientation and gender [8] in opposition to its historic use as an epithet.
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